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Abstract

We present a new pulse sequence for measuring very-short-time-scale restricted diffusion of hyperpolarized noble gases. The pulse
sequence is based on concatenating a large number of bipolar diffusion-sensitizing gradients to increase the diffusion attenuation of
the MR signal while maintaining a fundamentally short diffusion time. However, it differs in several respects from existing methods that
use oscillating diffusion gradients for this purpose. First, a wait time is inserted between neighboring pairs of gradient pulses; second,
consecutive pulse pairs may be applied along orthogonal axes; and finally, the diffusion-attenuated signal is not simply read out at
the end of the gradient train but is periodically sampled during the wait times between neighboring pulse pairs. The first two features
minimize systematic differences between the measured (apparent) diffusion coefficient and the actual time-dependent diffusivity, while
the third feature optimizes the use of the available MR signal to improve the precision of the diffusivity measurement in the face of noise.
The benefits of this technique are demonstrated using theoretical calculations, Monte-Carlo simulations of gas diffusion in simple geom-
etries, and experimental phantom measurements in a glass sphere containing hyperpolarized 3He gas. The advantages over the conven-
tional single-bipolar approach were found to increase with decreasing diffusion time, and thus represent a significant step toward making
accurate surface-to-volume measurements in the lung airspaces.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Magnetic resonance imaging of the hyperpolarized
noble gases 129Xe and 3He is a powerful technique for
studying aspects of lung structure and function not accessi-
ble with conventional 1H MRI [1]. In particular, measure-
ments of the apparent diffusion coefficient of inhaled 3He
have shown sensitivity to the enlargement of alveolar and
acinar airspaces due to emphysema [2–8]. The primary
attraction of diffusion-weighted MRI is that it allows one
to probe length scales much smaller than an imaging voxel.
For instance, conventional MRI of hyperpolarized gas has
been successful in resolving length scales on the order of a
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millimeter, but this is still significantly larger than alveolar
dimensions, which are on the order of 100 microns.

Diffusion-weighted NMR techniques use the diffusion of
particles in a restricted system to obtain information about
the surrounding microstructure. The length scale Dr probed
by such techniques is related to the time t over which the
diffusive motion is observed: (Dr)2 = 6Dt, where D is the
diffusion coefficient, or diffusivity, of the particles. In the
case of free (unrestricted) diffusion, the diffusion coefficient
is simply the self-diffusivity D0 of the particles, while in a
restricted environment the diffusion coefficient is smaller
than D0 and also becomes a function of the observation
time: D fi D(t).

For sufficiently short diffusion times, the time-dependent
diffusivity D(t) is related to the surface-to-volume ratio
(S/V) of the space available for diffusion. Qualitatively, this
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characteristic can be understood by noting that at short
time scales, only the particles nearest the walls exhibit
reduced diffusivity [9]. Since the fraction of particles nearest
the walls is proportional to the surface-to-volume ratio of
the pore space, the ensemble average diffusivity is smaller
than the free diffusivity D0 by an amount proportional to
S/V.

Mitra et al. have derived a quantitative relationship
between the short-time behavior of the diffusion coefficient
in a restricted environment and the surface-to-volume ratio
of the surrounding structure [9]:

DðtÞ � D0 1� a
S
V

ffiffiffiffiffiffiffi
D0t

p� �
; with a � 4

9
ffiffiffi
p
p : ð1Þ

Thus for short diffusion times D(t) varies linearly with
ffiffi
t
p

,
with a slope proportional to S/V, and approaches D0 as t

approaches zero. This result can be used to extract S/V
from two or more measurements of D in the short-time-
scale regime. This theoretical relationship has been
validated using numerical simulations [10–12] and experi-
mental NMR measurements of both water diffusion [13]
and noble-gas diffusion [14,15] in various porous media.

Practical issues associated with measuring S/V in the
lung air spaces using diffusion NMR of inhaled hyperpo-
larized gases have been discussed in recent publications
[11,12]. The primary difficulties with such measurements
arise from the fact that the time scales involved are much
shorter than typically encountered in MR diffusion mea-
surements. The short-time-scale regime suitable for S/V
measurements is entered for t < (V/S)2/D0. The self-diffu-
sivity of xenon dilute in air is approximately 0.14 cm2/s
at atmospheric pressure [16], while for helium the value is
nearly 0.9 cm2/s. Since the surface-to-volume ratio in the
normal human lung is approximately 200 cm�1 [17], mea-
surements of S/V in the lung using hyperpolarized 129Xe
would require diffusivity measurements at observation
times less than 200 ls, while for 3He the minimum neces-
sary diffusion time is even smaller. Making precise and
accurate diffusivity measurements at such short time scales
is extremely challenging with existing diffusion-weighted
NMR techniques [11,12,14,15].

The standard diffusion weighted sequence used in pro-
ton NMR is the pulsed-gradient spin-echo method intro-
duced by Stejskal and Tanner [18]. Spin-echo-based
techniques are often impractical for hyperpolarized-gas
MRI, however, because large-flip-angle RF pulses must
be handled carefully to avoid destroying the non-equilib-
rium longitudinal magnetization. At the short diffusion
times necessary for S/V measurements in the lung, it may
not be possible to execute a full 180� RF pulse between
the diffusion-sensitizing gradient lobes anyway. Therefore
we will consider gradient-echo-based pulse sequences here.

The conventional pulse sequence for measuring hyper-
polarized-gas diffusion is shown in Fig. 1a. Following
application of the excitation RF pulse, a bipolar pair of
gradient pulses, each of width d, is used to impart diffusion
weighting to the MR signal. The diffusion time, henceforth
referred to as D, is set by the time between the peaks of the
two equal but opposite gradient pulses. In the Gaussian
phase approximation, the magnitude S of the diffusion-
attenuated MR signal is related to the signal magnitude
S0 in the absence of diffusion weighting by the expression

S ¼ S0 exp½�bDðDÞ�; ð2Þ

where

b � 4p2

Z
½kðtÞ�2 dt; with kðtÞ � c

2p

Z t

0

Gðt0Þdt0 ð3Þ

encapsulates the theoretical dependence of the MR signal
on the diffusion-sensitizing gradient G(t) [19]. By measuring
the diffusion-attenuated MR signal for at least two different
b values (e.g. b1 = 0 and b2 > 0), D(D) can be determined by
fitting the measured values to Eq. (2). The diffusivity mea-
sured in this way is more correctly referred to as the appar-

ent diffusion coefficient (Dapp), since the measured value
may also depend on the measurement parameters such as
d and b. Strictly speaking, the apparent diffusivity Dapp(D)
is equal to the true time-dependent diffusivity D(D) only for
d� D (the so-called narrow pulse approximation) and in
the limit of low b values [19,20]. Furthermore, it has been
shown that the diffusing particles must not traverse a signif-
icant fraction of the pore space during each lobe of the dif-
fusion-sensitizing gradient (D0d� 0.02a2, where a is the
pore diameter) [21]. This requirement is inherently met
inside the very-short-time regime suitable for S/V measure-
ments (since d 6 D), but the effects of violating this
criterion would need to be considered for longer diffusion
times.

The vast majority of hyperpolarized-gas diffusion
measurements performed to date have been acquired using
a diffusion time D on the order of a millisecond [2–8,14,15].
At this time scale, clinical gradient systems can easily
generate diffusion-sensitizing gradients with large enough
b values to yield cleanly measurable diffusion attenuations.
At diffusion times approaching 100 ls, however, clinical
gradient systems are unable to generate substantial diffu-
sion attenuation using a single bipolar gradient. For
instance, assuming a maximum gradient slew rate typical
of clinical systems (200 mT/m/ms), the highest achievable
b value for 129Xe with D = 200 ls is b � 3 · 10�4 s/cm2,
which results in a diffusion attenuation bD0 less than 50
parts per million. Such a small difference is extremely diffi-
cult to measure cleanly in the face of typical noise levels
and systematic errors.

In a recent paper [11], Conradi et al. examined the fea-
sibility of hyperpolarized-gas diffusion NMR measure-
ments of S/V in the lung and concluded that errors of
only 10–20% result from operating at the edge of the
very-short-time-scale regime and well outside the low-b-
value limit, which are more experimentally friendly
regimes. Although this is an encouraging result, it would
still be difficult to make such measurements using conven-
tional pulse-sequence techniques on clinical systems, even
with these relaxed requirements. Thus the feasibility of



Fig. 1. (a) Conventional hyperpolarized noble-gas diffusion-weighted NMR pulse sequence utilizing a single pair of bipolar diffusion-sensitizing gradients.
Explicitly shown are the diffusion time D and gradient duration d. (b) Diffusion-weighted NMR pulse sequence utilizing an oscillating diffusion-sensitizing
gradient waveform. The oscillating gradient effectively consists of N bipolar pulse pairs, each with the same value of D and b, concatenated with the
intention that the total b value computes to Nb, while the fundamental diffusion time is simply D. (c) First proposed modification to the NMR pulse
sequence utilizing an oscillating diffusion-sensitizing gradient, incorporating a time delay Twait between consecutive bipolar gradients. (d) Further
modification. Shown are six unit cells distributed along all three axes. Also shown is the diffusion time D, the wait time Twait, and the resulting equilibration
time Teq = 3 Twait + 2 D + 2D between bipolar gradients along a given axis.
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S/V measurements would be further enhanced by the devel-
opment of improved methods for measuring short-time
hyperpolarized gas diffusion.

The purpose of the present work is to address the funda-
mental experimental issue of how existing NMR diffusion
techniques can be adapted to yield more accurate and pre-
cise diffusivity measurements at very short time scales. Our
basic strategy is to concatenate a large number of bipolar
diffusion-sensitizing gradients following each excitation
RF pulse, to increase the diffusion attenuation of the MR
signal while maintaining a fundamentally short diffusion
time. This is the same strategy proposed by Gross and Kos-
feld [22] and used by Schachter et al. [23] and Parsons et al.
[24] to measure short-time water diffusion between closely
packed beads using oscillating gradients. Our investiga-
tions show that even for narrow gradient pulses with low
b values, however, the back-to-back concatenation of mul-
tiple bipolar gradients (to form an oscillating diffusion-sen-
sitizing gradient, as in Fig. 1b), not only amplifies the
diffusion attenuation of the MR signal, but also introduces
systematic deviations of the measured diffusion coefficient
from the true time-dependent diffusivity D(t).

Since our ultimate goal is to obtain quantitatively accu-
rate diffusivity measurements for extracting S/V, we intro-
duce a new pulse sequence that incorporates several
modifications to the oscillating-gradient approach. These
changes are designed to minimize systematic differences
between the resulting diffusivity measurement and the
apparent diffusion coefficient that would be obtained by
using the conventional single-bipolar pulse sequence shown
in Fig. 1a. This distinction is important in the context of
S/V measurements because modifications to the theoretical
relationship between D(t) and S/V given in Eq. (1) are
available that apply to the apparent diffusion coefficient
Dapp(D), measured using the conventional single-bipolar
technique [12,25]. We use theoretical calculations and
Monte-Carlo simulations to optimize and validate this
new pulse sequence, and finally use the refined technique
to measure S/V in a simple structure and thereby experi-
mentally demonstrate the SNR advantage of our strategy
over the conventional single-bipolar method.

2. Pulse sequence design

The use of oscillating diffusion gradients to access
shorter diffusion times was originally proposed by Gross
and Kosfeld as a means to minimize the influence of restric-
tive barriers on the measured diffusion coefficient [22,19].
Oscillating gradients have also been used by Stepisnik
and Callaghan to characterize the frequency spectrum of
the diffusive motion [26,27]. These previous applications
incorporated spin echoes, by placing 180� refocusing RF
pulses between matched pairs of oscillating diffusion gradi-
ents, but their motivation for concatenating many bipolar
diffusion gradients was the same as ours: to amplify the dif-
fusion attenuation of the MR signal while maintaining a
fundamentally short diffusion time.

In comparison, the present work focuses solely on time-
domain diffusivity measurements without the use of spin
echoes. Our goal is to make accurate diffusivity measure-
ments at specific diffusion times, so that accurate S/V val-
ues can be extracted from the short-time behavior of the
measured diffusion coefficient. The basic premise behind
this approach is that by concatenating many bipolar diffu-
sion-sensitizing gradients (as shown in Fig. 1b), the diffu-
sion-attenuated MR signal becomes proportional to
exp(�NbD) (confer Eq. (2)), where b represents the b-value
of a single pair of bipolar gradient lobes (given by Eq. (3))
and N is the total number of such pairs. Although this
approach works for free diffusion, in a restricted environ-
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ment the resulting diffusion coefficient is not necessarily
equal to the true particle diffusivity [19,20]. In fact, simula-
tions presented in Section 3 show that even for very small
b-values, back-to-back concatenation of individual bipolar
gradients (Fig. 1b) does not yield the same apparent diffu-
sion coefficient as the conventional single-bipolar arrange-
ment (Fig. 1a). This deviation appears to be a consequence
of the well-known edge enhancement effect [28], in which
the spins nearest the walls of the structure are most
restricted by their presence, resulting in lower de-phasing
of these spins in the presence of a diffusion-sensitizing gra-
dient and thus enhanced phase coherence near the edges. If
the next bipolar diffusion gradient is applied while there is
still such a systematic variation across the sample, all spins
are not weighted equally for the next iteration and the dif-
fusion attenuation does not compound simply as
exp(�NbD).

To avoid this problem, we incorporate two modifica-
tions to the pulse sequence depicted in Fig. 1b. First, a wait
time of duration Twait is inserted after each bipolar pair of
diffusion-sensitizing gradients to allow the uneven signal
distribution to diffuse away before applying the next pair.
A diagram of this arrangement is shown in Fig. 1c. In what
follows, the bipolar gradient pulse pair plus the ensuing
wait time will be referred to as a unit cell. The duration
of each unit cell is given by Tcell ” 2D + Twait. Given the
time limitation imposed by T �2 decay, however, this wait
time impairs the effectiveness of the overall strategy, which
relies on imparting as much diffusion attenuation as
possible.

To minimize the necessary wait time and thus maximize
the number density of unit cells, the second modification
we incorporate is to apply temporally consecutive bipolar
diffusion gradients along orthogonal axes. Since the edge
enhancement occurs along walls that are perpendicular to
the direction of the magnetic-field gradient, this modifica-
tion allows more time for the edge effect in the x direction
to diffuse away, while imparting a diffusion weighting along
the y and then z directions. Applying consecutive gradients
along orthogonal axes will not completely decouple the
resulting edge effects, as there will still be some cross-coher-
ence that will either accumulate near sharp edges of a pore
(‘‘corner effect’’) or be gently smeared out along smooth
curves. However, this arrangement should dampen the rate
at which the overall effects accumulate. The multi-axis ver-
sion of our pulse sequence is shown in Fig. 1d. Note that
with this arrangement, the effective wait time along each
axis to allow the uneven signal coherence to equilibrate,
which we will refer to as Teq, is given by 3Twait + 4D.

For porous structures without a macroscopic directional
preference, the MR signal attenuation should be indepen-
dent of the gradient axis used. In this case, the diffusivity
measurement obtained using either the single-axis or the
multi-axis implementation of our pulse sequence will repre-
sent the unique, isotropic diffusion coefficient of the med-
ium. For non-isotropic pore structures, however, the
single-axis implementation will yield a directionally depen-
dent diffusivity measurement. The multi-axis implementa-
tion can also be applied to non-isotropic media, but the
resulting diffusion coefficient will represent a directional
average over the gradient axes used.

Note that the specific pulse sequences depicted in Fig. 1
are intended for global diffusion measurements, though
regional measurements could be obtained following a selec-
tive preparation. Note also that although the maximum
possible diffusion attenuation, subject to gradient slew-rate
limitations, would be achieved using triangular or trapezoi-
dal gradient shapes, in actual application it may be desir-
able to use sinusoidal gradient waveforms to minimize
eddy current effects arising from large gradient magnitudes
with fast switching times. The success of the pulse-sequence
approaches described here, and the minimum wait times
required for generating quantitatively accurate diffusivity
measurements, are investigated in Section 3 using Monte-
Carlo simulations of diffusion in restricted geometries.

2.1. Data sampling and analysis

In conventional diffusion-weighted MR pulse sequences,
the diffusion-attenuated MR signal is not read out until all
the diffusion gradients are complete. When using a long
train of diffusion gradients following each excitation RF
pulse, however, the gain in diffusion attenuation obtained
by waiting to read-out the signal after the last unit cell
would be partially offset by the fact that the available signal
and therefore the SNR drops due to T �2 decay during this
time. Since our pulse sequence incorporates wait times
between individual gradient pulse pairs, another feature
of our method is that the diffusion-attenuated signal can
be sampled during these wait times, rather than reading
out only at end of the gradient train. This strategy allows
the diffusion attenuation to be compounded as much as
desired, without concern for the tradeoff between T �2 decay
and diffusion attenuation mentioned above, and also leads
to a different analysis method than used for conventional
techniques.

The signal S1(n) at the end of the nth unit cell corre-
sponds to:

S1ðnÞ ¼ A1 exp �nbD� nT cell

T �2

� �
; ð4Þ

where b is the conventionally defined value for a single
bipolar gradient pair Eq. (3) and n = 0, 1, . . . ,N starts at
0 since the signal is also sampled before the first unit cell.
Signal dependencies that do not vary with n, such as ampli-
fier gain and flip-angle effects, are carried by the coefficient
A1. To extract D from this relationship, the T �2 contribution
must be accounted for. This can be accomplished in a sep-
arate acquisition by sampling the free-induction-decay
(FID) signal S2(n) during the same time intervals in the
absence of any diffusion gradients:

S2ðnÞ ¼ A2 exp
�nT cell

T �2

� �
: ð5Þ



Fig. 2. Dependence of the statistical error in determining Dapp(D) Eq. (7)
on Twait, plotted as a function of Twait/D for several different values of D.
Note that all the minima occur near Twait = D. We would like to
emphasize that this result is independent of the specific characteristics of
the porous structure being studied.
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The same strategy for eliminating the T �2 dependence has
been used elsewhere [29] and resembles the b = 0 reference
measurement typically used in the single-bipolar method. It
follows that the ratio of these two signal measurements is
given by:

RðnÞ � S1ðnÞ
S2ðnÞ

¼ A1

A2

expð�nbDÞ; ð6Þ

and a linear fit to ln [R(n)] vs. nb yields D. Note that the
fraction A1/A2, which contains the effect of RF signal con-
sumption between excitations, does not affect the calcula-
tion of D, and hence renders flip angle corrections
unnecessary for our method.

The analysis method outlined above can be used for
either the single-axis pulse sequence depicted in Fig. 1c or
the multi-axis pulse sequence depicted in Fig. 1d. In the
former case, one obtains a directionally dependent diffusiv-
ity, corresponding to the direction of the applied diffusion
gradients, while in the latter case one obtains a direction-
ally averaged diffusivity. If the same number of bipolar gra-
dients are applied along each axis (that is, if N is a multiple
of three), then the measured 3-D diffusivity will be the sim-
ple average of the directional diffusivities: Dapp ¼ ðDx

appþ
Dy

app þ Dz
appÞ=3. Such distinctions will be unimportant for

isotropic diffusion, however.

2.2. Theoretical error calculation

The statistical error on the measurement of D using this
method will of course depend on both the total number of
unit cells N (and hence the total diffusion attenuation) and
the individual statistical errors for each of the sampled data
points S1(n) and S2(n). Since the individual errors are pro-
portional to 1=

ffiffiffiffiffiffiffiffiffiffi
T wait

p
, we anticipate a tradeoff between the

increased SNR per data point resulting from lengthening
Twait and the increase in N made possible by shortening
Twait. This tradeoff can be analyzed quantitatively by con-
sidering the error on the slope of a linear fit y = ax + b to a
set of measured data points (xn, yn):

errðaÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
n¼0

1
e2

nPN
n¼0

x2
n

e2
n

PN
n¼0

1
e2

n
�

PN
n¼0

xn
e2

n

� �2

vuuut ð7Þ

where en is the error on the measurement of yn. For our
purposes, xn = nb and yn = ln [R(n)] so that a = �D. The
functional form of en can be determined using standard
error propagation formulas and is given by:

en ¼
e0ffiffiffiffiffiffiffiffiffiffi
T wait

p exp
nT cell

T �2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ expð2nbDÞ

p
ð8Þ

where e2
0 is the mean-squared statistical noise per unit time.

These expressions can be substituted into Eq. (7) to gen-
erate a formula for the error on the measurement of D as a
function of Twait. Although there is not an exact closed-
form solution for the value of Twait that minimizes the
error, the general features of this dependence are revealed
by plotting the error versus Twait for different values of D.
Alternatively, one can obtain a simplified closed-form
expression for the error by using an approximate form
for en. Under the assumption that en � e0=

ffiffiffiffiffiffiffiffiffiffi
T wait

p
and hence

is independent of n, evaluating Eq. (7) reveals that the min-
imum error occurs for Twait = D.

In Fig. 2, the exact form for the error has been evaluated
numerically for several different diffusion times and is plot-
ted as a function of the dimensionless ratio Twait/D. The
plot shows that for each value of D, the error on D(D) is
minimized by choosing Twait � D, consistent with our sim-
plified closed form solution. The dependence of the error
on Twait is rather flat around its minimum, however, so that
not much would be lost by making Twait a little higher than
D, as will prove necessary to minimize edge-enhancement
effects. It should be noted that the preceding theoretical
analysis is independent of the requirement that the wait
time be long enough that the diffusion attenuation com-
pounds as exp(�nbD).

Although our multiple-bipolar pulse sequence will cer-
tainly yield larger diffusion attenuation than the conven-
tional single-bipolar method, it does not necessarily
follow that the apparent diffusion coefficient will be mea-
sured more precisely. To determine the advantage gained
by using a large number of unit cells, we can compare
the minimum error obtained from Eq. (7) with the error
resulting from a conventional measurement using a single
bipolar diffusion-sensitizing gradient. To make a fair com-
parison, we assume that for both methods the diffusion-
attenuated signal is measured out to the same extent in
time, denoted by Ttotal. Thus for the conventional method,
Ttotal represents the signal integration time following the



Fig. 3. Ratio of the statistical error on the measurement of Dapp using our
multiple-bipolar method Eq. (7) to the error using the conventional
method Eq. (9), plotted as a function of D for different total readout times
Ttotal. Our method yields greater precision for the combinations of D and
Ttotal that have error ratios less than 1, and the noise advantage increases
with decreasing D.
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bipolar diffusion-sensitizing gradient, while for the multi-
ple-bipolar method Ttotal = NTcell. For the conventional
pulse sequence, the statistical error on the measured diffu-
sivity can also be determined using standard error propaga-
tion formulas:

errðDÞ ¼ e0

ffiffiffiffiffiffiffiffiffiffi
T total

p

T �2

1

1� exp T total

T �
2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ expð2bDÞ

p
ð9Þ

Fig. 3 shows the ratio of the error obtained using our
multiple-bipolar method Eq. (7), with Twait = D, to the
error obtained using the conventional method Eq. (9).
The error ratio is plotted as a function of D for several dif-
ferent values of Ttotal. The discontinuities in the curves for
each value of Ttotal result from the discrete jumps in the
number of unit cells that can be fit within the fixed sam-
pling time as D is varied. Our multiple-bipolar method
yields greater precision for all combinations of D and Ttotal

that have error ratios less than one. The plot shows that the
advantage of our technique is strongest for smaller D.

3. Simulations

To test our pulse-sequence strategy for measuring very-
short-time-scale diffusion and to determine appropriate
values of Twait, we performed Monte–Carlo simulations
of gas diffusion in a restricted environment. The free diffu-
sivity D0 was chosen to be 0.14 cm2/s, which is equivalent
to xenon dilute in air at 1 atm [16]. All simulations were
written in MATLAB (The MathWorks, Natick, MA) and
performed on an ordinary desktop PC.

For each simulated run, a large number of diffusing par-
ticles (105 � 107) were initially distributed randomly within
a sphere or cube of width 200–300 lm, which approximates
alveolar dimensions. (The surface-to-volume ratio inside a
300-lm cube is 200 cm�1, which is approximately the same
as adult human lung [17]). At each time step dt, which rep-
resents the time between collisions, each particle was dis-
placed a distance dR ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
6D0dt
p

in a random, isotropically
chosen 3-D direction. If a move would penetrate a wall,
the particle was reflected back into the structure about a
line perpendicular to the wall. To reduce the total compu-
tation time while minimizing discretization errors, the time
step dt was chosen to be larger than the mean scattering
time for gas particles at standard temperature and pressure,
while still small enough that the maximum diffusion step
dR was at least two orders of magnitude smaller than the
surrounding structure. Even with this shortcut, the total
computation time was typically many hours per run.

In addition to tracking the Brownian motion, the simu-
lation also included the ability to track the phase accumu-
lated by each particle under the influence of time-varying
diffusion gradients. All phases were initially set to zero,
and the phase of each particle was advanced at each time
step according to the magnetic field at its current location.
At any given time step, the magnitude of the vector sum of
all particle phases could be calculated to yield the MR sig-
nal, which could then be used to calculate the apparent dif-
fusion coefficient measured using the simulated diffusion
gradients. By computing the ensemble average displace-
ment the true time-dependent diffusivity D(t), which is
not dependent on the NMR gradient method used, could
also be calculated at each time step according to:

DðtÞ ¼
~rjðtÞ �~rjð0Þ
	 
2
D E

j

6t
ð10Þ

This quantity will be referred to as the true diffusivity, or
simply D(t), to distinguish it from Dapp as measured using
diffusion-weighted MR techniques.
3.1. Investigating Twait

In order to evaluate the minimum necessary wait time
discussed earlier, we simulated MR measurements of
restricted diffusion for two different pulse-sequence
arrangements. To isolate the edge-enhancement contribu-
tion to the compounded signal attenuation from the effects
of wide gradient pulses, we first simulated the application
of 10 consecutive bipolar pairs of narrow (d = 0) diffu-
sion-sensitizing gradient pulses, all oriented along the same
axis (hence Teq was equal to Twait). These simulations were
performed in a 200 lm sphere at diffusion times ranging
from D = 50 ls to 500 ls. Low b-values were used, such
that bD0 � 0.01 for each bipolar gradient. For a given
value of D separating the two gradient pulses in each pair,
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the equilibration time Teq between pairs was varied from 0
to 10D. The diffusion-attenuated signal was computed at
the end of the gradient pulse train and set equal to
exp(�10bDapp) to extract a measurement of Dapp(D).

Fig. 4a shows the dependence of the measured apparent
diffusion coefficient on Teq for five different values of D
ranging from 50 to 500 ls. The horizontal lines represent
the respective values of Dapp(D) that would be measured
using the conventional single-bipolar method, which in this
case (d = 0) is the same as the true diffusivity D(t). For
every D, the measured diffusivity is artificially low for
Teq = 0. One can see from the example of D = 0.05 ms, that
for Teq = 0, the measured diffusivity starts at the correct
value of D(t) for 0.5 ms (=10D). This can easily be under-
stood by the fact that for narrow pulses and zero wait time,
the second diffusion gradient of any unit cell effectively can-
cels the first diffusion gradient of the next unit cell, so that
one winds up with the exact sequence to measure
D(t = 10D). As the wait time is increased from zero, the
measured diffusion coefficient asymptotically approaches
the true diffusivity D(t) for the given D, although the rate
of approach varies with D. Closer inspection reveals that
equilibration time Teq required to reach a given level of
accuracy scales with
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. This means that smaller values
of D require a proportionately longer wait time to reach
the same level of accuracy, but the absolute wait time still
decreases with decreasing D.

In the second set of simulations, we examined the sys-
tematic deviation of Dapp, as measured using our multi-
ple-bipolar pulse sequence, from that measured using the
conventional single-bipolar pulse sequence, using sinusoi-
dal diffusion gradients with d = D = 100 ls. The sinusoidal
gradient was constructed assuming a maximum slew rate of
200 mT/m/ms, resulting in a very low b value such that
Fig. 4. (a) Simulated results showing the asymptotic approach of the apparent
pulses, to the value measured using a single pair of diffusion-sensitizing gradie
several diffusion times D. (b) Simulated measurements showing the underlying
our multiple-bipolar method inside a 200 lm sphere with D = 100 ls. Plotted is
and 3-D gradient trains.
bD0� 1 for each bipolar gradient. Two different
arrangements of the diffusion-sensitizing gradients were
considered. For the data points labeled as 1-D, all diffu-
sion-sensitizing gradients were applied along the same
coordinate axis as depicted in Fig. 1c, while for the points
labeled 3-D, the applied gradients were rotated among the
three principal axes as depicted in Fig. 1d.

Fig. 4b shows the signal ratio R(n) (given by Eq. (6))
sampled during the wait times between each bipolar gradi-
ent pair, for several values of Twait ranging from 0 to 4D.
All curves coincide for the first two data points, since the
pulse sequences are identical up to the first unit cell. For
zero wait time (triangular markers), subsequent unit cells
do not produce the same diffusion attenuation as the first
cell. This effect causes the measured value of Dapp, obtained
by fitting the simulated data points to Eq. (6), to be lower
than would be obtained if only the first two data points
were used. The elbow at the second data point straightens
out as the wait time is increased, and the measured value of
Dapp approaches the value obtained using a single bipolar
pair as shown previously in Fig. 4a. As expected, the curve
for Twait(3-D) = 0 is the same as that for Twait (1-D) = 4D.
This result confirms our expectation that applying consec-
utive bipolar gradient pairs along orthogonal axes decou-
ples the effects of neighboring pairs, and yields an
effective wait time given by Teq. Note that for Twait

(3-D) = 2D, which corresponds to the pulse sequence
depicted in Fig. 1d, the desired asymptote (solid line) has
been reached.

Finally, to directly explore the edge effect responsible for
the behavior discussed in the previous paragraphs, we sim-
ulated short-time-scale MR diffusion measurements inside
a 300-lm cube. Fig. 5a shows the simulated 1-D projection
of the signal coherence between parallel sides following
diffusivity, measured in a 200-lm sphere using 10 pairs of narrow gradient
nts (dotted lines), as the equilibration time Teq is varied from 0 to 10D for
deviation of the diffusion-weighted signal from a pure exponential, using
ln [R(n)] Eq. (6) for several wait times ranging from 0 to 4D, for both 1-D



Fig. 7. Simulated values for D(t) and Dapp(D) inside a 200-lm cube, the
latter measured using the 3-D version of our multiple-bipolar pulse
sequence, displayed as a function of
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together with the linear fit that
yields S/V. The measured values are systematically low, which necessitates
the use of the modified value asine to extract accurate S/V from the MR
diffusion measurements.

Fig. 6. Standard deviation in simulated measurements of Dapp(D), plotted
as a function of D, using both our multi-axis pulse sequence (black lines) as
well as the conventional method (gray lines). Observe that for D < 0.3 ms,
our sequence with SNR = 100 produces less statistical error than the
standard technique with SNR = 1000.

Fig. 5. (a) Simulated 1-D projections of the signal coherence between parallel sides of a 300-lm cube, following each of four bipolar diffusion-sensitizing
gradients, all applied along the same directional axis with no wait time between them (per the pulse sequence in Fig. 1b). For comparison the expected
signal levels (dashed lines), corresponding to exp(�nbDapp), are also shown. (b) A similar plot of the 1-D signal coherence using the multi-axis sequence
shown in Fig. 1d with Twait = D. Note that in this case the average signal declines as exp(�nbDapp), which is the desired behavior.
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each cycle of a sinusoidally varying magnetic-field gradient,
which corresponds to the pulse sequence depicted in
Fig. 1b. Also shown are the expected signal levels
exp(�nbDapp) with n = 1, 2, 3, 4. Note the signal enhance-
ment at the edges of the box immediately following appli-
cation of the first bipolar gradient (n = 1), and that the
average signal agrees with exp(�bDapp) at this point. The
signal profile for n = 1 conforms to our conventional
notion of the edge effect, resembling Fig. 7 of Ref. [28].
For n > 1, however, the enhanced signal does not simply
build up along the edges, but also begins to diffuse toward
the center. Upon repeated application of the bipolar diffu-
sion gradient, the simulation shows that the signal profile
eventually becomes higher at the center of the box than
at the edges. Furthermore, for n > 1 the average signal is
systematically higher than exp(�nbDapp), in agreement
with Fig. 4.

By contrast, Fig. 5b shows the evolution of the signal
profile for the 3-D pulse sequence depicted in Fig. 1d.
After the first bipolar gradient (n = 1), the signal profile
is the same as in the 1-D case. In the 3-D case, however,



1 To minimize confusion over notation, we would like to point out that
the proportionality constant a referred to in the present work is defined
slightly differently than in Ref. [12]. In that paper, the 1/d dimensional
dependence was carried separately from a, whereas in the present work
this dependence has been absorbed into the definition of a given by Eq.
(1).
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the next bipolar gradient (n = 2) is applied along an
orthogonal direction, and thus the signal profile along
the axis shown here appears unaffected by this gradient.
In fact, by the end of the second gradient the uneven sig-
nal distribution along the direction of the first gradient
has almost entirely diffused away, and it appears to be
completely resolved at n = 3. Thus the next bipolar gradi-
ent (n = 4), which is applied along the same direction as
the first, does indeed produce nearly the same signal pro-
file as n = 1. Note also that unlike the 1-D case, the aver-
age signal decreases proportional to exp(�nbDapp), which
is the desired behavior.

3.2. Noise comparison

To establish whether our new method actually does
provide a more precise measure of the diffusion coefficient
at the very-short time scales relevant to S/V measure-
ments in the lung, we simulated diffusivity measurements
inside a 200-lm sphere using both the conventional sin-
gle-bipolar method and our modified multiple-bipolar
pulse sequence at diffusion times ranging from 100 to
800 ls. To simulate the effects of measurement noise,
Gaussian white noise was added to each of the simulated
signal magnitudes before computing the measured diffu-
sion coefficient. Two different noise levels were simulated,
corresponding to SNR of 100 and 1000. The simulation
was repeated 100 times for each D and each SNR level,
and the standard deviation was calculated for each group
of 100 measurements.

In Fig. 6, the standard deviations of the simulated diffu-
sivity measurements are plotted as a function of D for both
the conventional single-bipolar method (gray lines) and our
multiple-bipolar method (black lines). Note that our
method provides better precision at all diffusion times
shown, and that the advantage increases for smaller values
of D. This behavior is consistent with the results of the the-
oretical error calculations shown in Fig. 3. For the smallest
diffusion time considered (100 ls), our new pulse sequence
provides almost an order of magnitude better precision
than the conventional method.

3.3. S/V measurements

To extract accurate S/V measurements from short-time
MR diffusion measurements using realistic gradients, the
effects of wide gradient pulses must be accounted for.
Zielinski and Sen explored this issue analytically [25], and
found that for gradient pulses with a square profile and
d = D (in maximal violation of the narrow-pulse criterion),
the time-dependent diffusivity curve still approaches D0 lin-
early as
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goes to zero (confer Eq. (1)), but with a steeper
slope than for narrow gradient pulses, and that accurate S/V
values can be obtained from this slope if the correct pro-
portionality constant a is used. This result was confirmed
by Miller et al. in a recent study of simulated 2-D diffusion
[12], in which the appropriate proportionality constants
asine and atriangle for sinusoidal and triangular pulse shapes
were also determined.1

To validate the Miller results for wide gradient pulses in
the case of 3-D diffusion, MR diffusion measurements
using a single bipolar gradient were simulated inside a
200-lm cube using four different pulse shapes: narrow, tri-
angular, sinusoidal, and square. We found that the correct
relationship between S/V and the initial slope of the
diffusivity curve occurs at a = 0.253 for narrow pulses,
atriangle = 0.297 for triangular pulse shapes, asine = 0.298
for sinusoidal pulses and finally asquare.= 0.317 for square
pulses. Our results for narrow pulses and square pulses
are within 1% of the Mitra (a = 0.251) and Zielinski
(asquare = 0.314) analytic results, and within 2% and 1%
of the Miller simulation results for sinusoidal and triangu-
lar gradients, respectively, after extrapolating them from
2-D to 3-D (asine = 0.291 and atriangle = 0.300).

Finally, we simulated the multi-axis version of our new
pulse sequence (Fig. 1d) in the same 200-lm cube in the
attempt to measure Dapp(D) and subsequently S/V. Fig. 7
shows several measured diffusion coefficients, displayed as
a function of
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, together with the true diffusivity curve
D(t) obtained directly from the simulated particle motion
Eq. (10). Applying the value for asine obtained above to
the fit slope of the short-time asymptote, we found the sim-
ulated diffusion measurement of S/V to be 293 cm�1, in
good agreement with the expected value of 300 cm�1.

4. Experiments

To demonstrate the use of our pulse sequence to make
quantitative experimental diffusion measurements at time
scales relevant to S/V in the lung, we measured time-depen-
dent gas diffusion inside a sphere of approximately one-
inch diameter. The sealed pyrex cell contained 2.7 atm
3He along with �0.1 atm nitrogen and a small quantity
of rubidium. Prior to each NMR measurement, the cell
was optically pumped for �18 h by circularly polarized
diode laser light and then transported approximately one
mile from the polarization apparatus to the scanner inside
a homemade, battery-powered solenoid electromagnet.

The pulse sequence depicted in Fig. 1d was implemented
on a commercial whole-body scanner (Siemens Sonata)
and used to measure the diffusivity of the 3He gas at diffu-
sion times ranging from 200 ls to 3800 ls. A measurement
of the surface-to-volume ratio inside the sphere was
extracted by fitting the resulting measurements to the gen-
eralized form of Eq. (1), using the value of a for sinusoidal
pulses found in the previous section.



Fig. 8. (a) Experimentally measured MR signal magnitudes, from both the reference acquisition S2 Eq. (5) and the diffusion-attenuated acquisition S1 Eq.
(4). (b) The signal ratio R(t) ” S1/S2 Eq. (6). Only the data sampled during Twait are shown here, along with the average values (open circles) and
exponential fit (dashed line) from which Dapp is calculated. (c) Experimental data obtained with D = 200 ls, along with the fit line that yields the
measurement of Dapp.
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Representative experimental signal data is shown in
Fig. 8a. Each data point represents the magnitude of the
demodulated MR signal, integrated over a sampling time
of 25 ls. The continuous curve is from the T2*-decay refer-
ence acquisition, while the dotted curve shows the signal
evolution during the diffusion-weighted acquisition.
Fig. 8b shows the ratio R(t) of corresponding data points
during the wait times, with the average value superimposed
(circles). The dotted line represents the exponential fit,
which allows the calculation of D. Only six unit cells are
displayed, to facilitate comparison with the sequence
shown in Fig. 1d. Each such measurement was repeated 5
times using a flip angle of 15� and the results averaged to
arrive at diffusivity measurements with associated error
estimates.
Fig. 9. (a) Experimentally measured values of Dapp(D), plotted as a function o
with the linear fit that yields S/V � 224 cm�1. (b) Statistical error on Dapp(D
technique and the conventional single-bipolar pulse sequence.
Fig. 8c shows the mean values of the diffusion-attenuated
ratio, sampled during each wait time, from the acquisition of
N = 60 unit cells at D = 200 ls (a single bipolar gradient is
applied between the acquisition of each signal average
shown here). This figure highlights the essence of our exper-
imental technique: Whereas the difference between neigh-
boring data points is too small to yield a reliable
measurement of the diffusion attenuation (e.g., note that in
some cases the next data point is higher than the previous
one), the compounded diffusion attenuation from the accu-
mulation of many such data points can be cleanly fit.

Fig. 9a shows all the experimentally measured diffusivities
plotted versus
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. From the fit slope, we obtain a surface-to-
volume measurement of 224 ± 4 m�1. This result is within
5% of the nominal value of 236 m�1 for a 1-inch sphere.
f
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for a 1-inch sphere containing 2.7 atm of hyperpolarized 3He, along
) as a function of D, from equivalent measurements using both our new
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In order to verify the SNR advantage of our pulse
sequence for measuring very-short-time diffusion over the
conventional single-bipolar method, we also attempted to
measure the diffusivity at diffusion times ranging from
200 to 700 ls using both techniques. To provide a fair com-
parison, the FID was sampled out to the same extent in
both methods. As expected, we were not able to extract
reliable diffusion coefficients at the shortest diffusion times
(200–400 ls) using the conventional method. However, we
were still able to track the statistical errors on these mea-
surements. Fig. 9b shows the experimental statistical errors
on Dapp obtained at each D value using each of the two
methods. In agreement with earlier theoretical and simu-
lated results, the errors are of comparable size for larger
values of D, while the error increases much more rapidly
for smaller D using the conventional method.

5. Discussion

The time-dependent diffusion coefficient D(t) appearing
in Eq. (1), which can be used to determine S/V in the
very-short-time-scale limit, represents the diffusivity aver-
aged over all possible directions. Thus for non-isotropic
pore spaces, the diffusion coefficient measured using our
multi-axis pulse sequence (Fig. 1d) is more suitable than
a single-axis implementation for extracting accurate S/V
values. On the other hand, if the diffusion coefficient in a
particular direction is desired, then the basic method
described here could still be used but with all diffusion gra-
dients applied along the same axis (Fig. 1c). However,
maintaining the same equilibration time and thus the same
level of systematic errors would require longer wait times
than the multi-axis implementation. Therefore some of
the noise advantage over the conventional single-bipolar
technique would be lost, because fewer bipolar gradients
could be applied within the limit of T �2 signal decay. This
general tradeoff between accuracy and precision is an
inherent property of our method. Increasing the equilib-
rium time will suppress systematic errors arising from edge
effects, but will also tend to diminish the statistical preci-
sion of the diffusivity measurement.

An important consideration for the practical application
of our pulse sequence is how to select the particular value
of Twait to use. From the standpoint of statistical precision,
Fig. 2 indicates that the optimum wait time is equal to D,
but Fig. 4 shows that the wait time required to achieve a
given level of accuracy may be larger than D, and further-
more the necessary normalized wait time Teq/D increases as
D decreases. Another important factor is that the wait time
required for a given application should also depend on the
characteristic length scale L of the pore space. Dimensional
analysis suggests that the required wait time should scale
with the quantity L(D/D0)1/2, which has units of time.
For surface-to-volume measurements, where L can be
taken to be V/S, this means that one must already have
an idea of what S/V is to design an appropriate pulse
sequence for measuring it. For most applications this
should not be a problem, however, since it is likely that
S/V will be known to lie in a general range. Fig. 2 shows
that from a standpoint of measurement precision, as long
as Twait is greater than D, the penalty for using a larger
value of Twait is not overwhelming. From the complemen-
tary standpoint of measurement accuracy, therefore, one
should probably err on the side of choosing Twait a little
longer than necessary. Although the foregoing discussion
provides a useful guide to the issues involved, further inves-
tigation is necessary to determine a more generally valid
criterion for Twait.

Although the experimental regime explored in the pres-
ent work (3He diffusion inside a pressurized 1-inch sphere)
does not require our specialized pulse sequence to obtain
MR diffusion measurements at short enough time scales
for S/V quantification, it provides a test bed for compar-
ing our technique with the conventional diffusion-
weighted pulse sequence. Whereas the very-short-time
regime suitable for S/V measurements extends out beyond
100 ms for this phantom, we purposefully challenged our
technique by making measurements at diffusion times as
low as D = 200 ls, which is within the short-time regime
for alveolar length scales as discussed above. Our method
clearly outperformed the conventional single-bipolar
method in this regime. In future work, we will test our
technique in more challenging experimental situations,
such as in more elaborate phantoms and in lung airspaces
in vivo, having much higher surface-to-volume ratios and
thus much shorter time-scale requirements. These studies
will concentrate on experimental regimes in which other
groups have observed the breakdown of other diffusion-
weighted pulse sequences at atmospheric pressure
[15,29]. Future efforts will also concentrate on adapting
our basic strategy, which in its present form yields global
diffusion measurements, to provide spatially resolved mea-
surements by incorporating k-space readout into our
pulse sequence.

Potentially serious obstacles to making accurate mea-
surements in more challenging experimental regimes will
be systematic errors caused by gradient infidelity. Possible
sources include eddy currents, concomitant gradients, and
background gradients due to magnetic-susceptibility mis-
match at pore boundaries. Background gradients in partic-
ular have been previously observed to alter the measured
diffusion coefficients in porous structures [30,31], though
such effects can often be reduced by the use of spin echoes
[32]. If we encounter similar problems, it may be possible to
incorporate such strategies into our pulse sequence, for
instance by increasing the wait time to allow refocusing
RF pulses to be inserted between consecutive bipolar gra-
dients. This would actually cause our pulse sequence to
more closely resemble other pulse sequences that use oscil-
lating gradients [22,26,27]. Such modifications would need
to be implemented carefully, however, to avoid the general
problems associated with the use of large-flip-angle RF
pulses on hyperpolarized nuclei that were mentioned in
the introduction.
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6. Conclusion

We have demonstrated a new pulse-sequence strategy
for measuring hyperpolarized-gas diffusion at very short
time scales. This pulse sequence uses multiple pairs of bipo-
lar diffusion-sensitizing gradient pulses to amplify the
attenuation of the MR signal, which would otherwise be
too small to yield robust diffusivity measurements. To pre-
vent effects due to edge-enhancement of the MR signal
from compounding along with the diffusion attenuation,
consecutive gradient-pulse pairs are applied along orthogo-
nal directions and separated by a brief wait time. For iso-
tropic media, this strategy leads to apparent diffusion
coefficients that are the same as would be measured using
a single pair of bipolar gradient pulses, but with greatly
enhanced precision in the face of measurement noise. For
non-isotropic media, the resulting diffusivity measurement
represents a directional average over the gradient axes
used. At very short diffusion times, such measurements
can be used to extract accurate measurements of the sur-
face-to-volume ratio of the pore space, after correcting
for the effects of wide gradient pulses.

The noise advantage of our technique over the conven-
tional single-bipolar method has been demonstrated using
theoretical calculations, numerical simulations, and exper-
iments, and is found to increase for smaller diffusion
times. This is due to the fact that within the time limita-
tion imposed by T �2, one can apply more unit cells for
smaller values of D and further amplify the diffusion
attenuation. Fig. 9b shows that the difference in precision
increases rapidly for diffusion times below 500 ls. In their
paper on the feasibility of S/V measurements in the lung
[11], Conradi et al. conclude that diffusion times less than
125 us are required to make reasonably accurate S/V
measurements using helium diffusion, which extrapolates
to approximately 500 ls for xenon diffusion. Taken
together, these results bode well for the possibility of
making accurate S/V measurements in the lung using
our technique.
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